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Abstract

Qualitative Spatial Reasoning is a well explored area of Knowl-
edge Representation and Reasoning and has multiple applications
ranging from Geographical Information Systems to Robotics and
Computer Vision. Recently, many claims have been made for
the reasoning capabilities of Large Language Models (LLMs).
Here, we investigate the extent to which a set of representative
LLM:s can perform classical qualitative spatial reasoning tasks on
the mereotopological Region Connection Calculus, RCC-8. We
conduct three pairs of experiments (reconstruction of composi-
tion tables, alignment to human composition preferences, concep-
tual neighbourhood reconstruction) using state-of-the-art LLMs;
in each pair one experiment uses eponymous relations and one,
anonymous relations (to test the extent to which the LLM relies on
knowledge about the relation names obtained during training). All
instances are repeated 30 times to measure the stochasticity of the
LLMs. No LLM tested performs particularly well, though rather
better than chance.

Introduction

Qualitative Spatial Reasoning (QSR'!) (Cohn and Renz
2008; Chen et al. 2015; Cohn and Hazarika 2001) is a
well developed field which is concerned with the represen-
tation of qualitative spatial information and reasoning with
it. In natural language, spatial information is usually repre-
sented qualitatively (using prepositions such as on, in, left
of, part of, under, touching, ...) and many calculi have been
developed to represent such information. There are calculi
for mereological relations e.g. RCC-52. (Jonsson and Drak-
engren 1997), mereotopological relations (such as RCC-8
(Randell, Cui, and Cohn 1992; Cohn et al. 1997), the 9-
intersection model (Egenhofer and Franzosa 1991)), direc-
tions (such as OPRA (Moratz 2006)), size (Gerevini and
Renz 2002) for example, as well as calculi combining two
different aspects of spatial information, such as the Rectan-
gle Algebra (Guesgen 1989; Mukerjee and Joe 1990) which
can represent both mereotopological information as well as
directional. What is common to all these calculi is that they
consist of a set of jointly exhaustive and pairwise disjoint

"We may use QSR as shorthand for both Qualitative Spatial

Reasoning and Qualitative Spatial Representation; context should
usually make clear which is intended.

2RCC is an acronym for the Region Connection Calculus,
which comes in various forms, including RCC-5 and RCC-8

(JEPD) base relations. E.g., RCC-8 contains eight JEPD
base relations, illustrated in 2D in Fig. 1.
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Figure 1: The eight relations of the RCC-8 calculus illus-
trated in 2D (Cohn et al. 1997): DC (Disconnected), EC
(Externally Connected), PO (Partially Overlapping), TPP
(Tangential Proper Part), NTPP (Nontangential Proper Part)
and EQ (Equals); TPPi and NTPPi are the inverses of TPP
and NTPP respectively since they are asymmetric.

Large Language Models (LLMs) (Devlin et al. 2019;
Brown et al. 2020), such as GPT-3, LLAMA and GPT-4 are
examples of so called Foundation Models (Bommasani et al.
2021) which have been trained on very large textual corpora
in order to generate text in response to a prompt. This is not
the place to survey this burgeoning field, but we note that
many claims have been made for the power and apparent in-
telligent behaviour that these models can display. In particu-
lar their performance on some benchmarks may lead one to
believe that they possess well developed reasoning capabili-
ties. So the question arises as to whether LLMs can perform
the reasoning commonly associated with qualitative spatial
calculi. This is the question that we address here. There
are several motivations for this, including whether an LLM
could be a replacement for a symbolic spatial reasoner (with
the added advantage of being able to pose queries in natural
language) and also whether an LLM could be used to con-
struct the reasoning mechanisms for a QSR — typically these
are manually derived (though sometimes reasoning (Ran-
dell, Cohn, and Cui 1992; Hazarika 2005; Bennett 1996) or
machine learning (Clementini and Cohn 2024) approaches
have been taken), and automating the process could ease the
production of new QSRs; here we take an existing calculus
(RCC-8) as a test vehicle for answering this question.



Related Work

If we are interested in evaluating the abilities of LLMs to
perform spatial reasoning, there are different kinds of spatial
reasoning tasks which can be considered. Relational compo-
sition is one of the most studied from a theoretical point of
view. R3(z, 2) is the composition of R1(z, y) and R2(y, 2) if
it is implied by the latter two relations. In general R3(z, 2) is
a disjunction of relations. A composition table (CT) records
the results for all combinations of relations in a particular
QSR such as RCC. A second form of reasoning commonly
associated with QSR involves what is called a conceptual
neighbourhood (CN) — also called a continuity network in
(Randell and Cohn 1989). Fig. 1 illustrates the CN for RCC-
8 — there is an edge between two relations iff one relation
can be directly followed by the second one, assuming con-
tinuous translation or morphological change.

Despite the rapidly growing amount of research into
LLMs and their capabilities there has been relatively little
devoted specifically to spatial reasoning (some exceptions
being, e.g. Cohn and Blackwell (2024); Topsakal and Harper
(2024); Yamada et al. (2024)), and almost none exhaustively
investigating their abilities to reason about composition in
any particular QSR, with the exception of Cohn (2023),
which looked at the ability of ChatGPT4 to correctly com-
pute RCC-8’s CT, whether it was able to correctly predict
human preferred relations in the case of ambiguity; it also
investigated whether ChatGPT4 could construct the concep-
tual neighbourhood diagram of RCC-8. However it only in-
vestigated one LLM (ChatGPT-4) and did not investigate the
stochasticity of the LLM via repeated experiments. There
are a few works which selectively test compositional reason-
ing, e.g. Cohn and Hernandez-Orallo (2023) which investi-
gated a number of spatial reasoning problems include some
limited instances of relational composition, but not exhaus-
tively. Other work investigating the spatial reasoning abil-
ities of LLMs typically which revolved around especially
constructed benchmarks such as StepGame (Li, Hogg, and
Cohn 2024; Shi, Zhang, and Lipani 2022) can also be re-
garded as testing compositional reasoning, but not in a me-
thodical or exhaustive manner. StepGame aims to test an
LLM’s ability to correctly determine the qualitative direc-
tion relationship between two objects, given a set direction
relations between a larger set of objects, and between 1
and 10 reasoning steps are required to correctly determine
the result. Not surprisingly, performance deteriorates as the
required number of steps increases. Performance increases
markedly when the LLM is used to translate from the En-
glish specification to a logical representation and symbolic
reasoning is used to compute the relationship. The SpartQA
dataset (Mirzaee et al. 2021) is also focused on assessing
spatial reasoning, but does not test composition or concep-
tual neighbourhoods. The bAbI dataset (Weston et al. 2016)
also has some tasks which test spatial reasoning and com-
positional reasoning, in particular about directions to a lim-
ited extent. Other work has investigated whether LLMs can
acquire an understanding of a spatial environment from a
turn-by-turn description of a route, with landmarks named
at each turn; whilst the LLMs did perform reasonably well,
the experiment did not involve any mereotopological rela-

tions, only left/right and up/down (Yamada et al. 2024).

Weaknesses in the reasoning powers of LLMs have previ-
ously been noted (e.g. Cai, Chang, and Han (2023)) so one
might not expect LLMs to perform well in this regard. But
on the other hand, there are a large number of papers about
QSR in the literature and these are likely to have formed part
of the training corpus of an LLM, and thus might facilitate
correctly responding to prompts — though the information
concerning the actual reasoning steps are often given in ta-
bles (in particular CT's — see below) and thus might be hard
for LLM training procedures to process effectively.

Experimental Design

There are now many LLMs in the literature, with new ones
released frequently. Some of these are open source and are
explicit about the training corpus; others are closed and give
no specific information about the training, or the precise cor-
pus, such as the GPT family of LLMs. Previous work sug-
gests that models with less than about 40B parameters per-
form poorly at reasoning (e.g. Leyton-Brown (2024)). We
therefore favour larger models, testing those in Table 1.

LLMs are stochastic in nature and show considerable vari-
ability in their answers. Vendors provide various API op-
tions (e.g., seed, temperature, and top_p) to try to make sam-
pling more consistent. However, no settings that we have yet
tried (including setting temperature to 0) result in fully de-
terministic answers (e.g. see Appendix Fig. 8).

We therefore accept all model defaults and repeat each
chat completion multiple times. We choose n = 30 repeats
being the sample size at which, according to the Central
Limit Theorem, the sampling distribution of a mean approxi-
mates normality well enough for practical purposes. To mea-
sure accuracy, we use the mean plus or minus the 95% con-
fidence interval of the mean of answer scores. In all of the
experiments each question was posed in a separate conver-
sation. We switched off the guard rails for models hosted on
Azure OpenAl. We set max_tokens to 512 in the Anthropic
API, it being a required parameter.

Although there are many different prompt engineering
strategies (see Schulhoff et al. 2024), our purpose here is
to test, rather than optimise, model performance. We there-
fore prefer simple, natural prompting. Our only concession
to prompt engineering is to add Answer the question and
provide the final answer in the form: "### Answer: " to fa-
cilitate pattern matching and automation of answer assess-
ment using regular expressions.

In the experiments below, since multiple relations may be
possible as an answer, we use the Jaccard Index (JIx, Jaccard
(1901)) to compute the accuracy of the predicted response
compared to the expected, ground truth, answer. The JIx is
calculated by counting the size of the intersection of the pre-
dicted set of relations and the ground truth set, divided that
by the number of relations in the union of the two sets. When
only a single relation is given and the expected answer is just
a single relation, this reduces to a binary 1 or 0 measure of
accuracy.

Details of the computing infrastructure used to run the ex-
periments can be found in the appendix. The results of all



runs, and the programs used to do the experiments are in the
uploaded supplementary material.

Compositional Reasoning

The most researched form of QSR reasoning is that of com-
position: i.e. given two relations R1(z, y), and R2(y, z), then
which relations are possible between = and z? In general,
the answer may be a disjunction of relations, as can be seen
in the RCC-8 CT in Fig. 2 (which also uses colouring to
show the results of Experiment 1 below). Note that this ta-
ble omits the rows and columns for the EQ relation (we do
not include compositions involving EQ in our experiment
since they should be trivial). Given the ubiquity of RCC-8 in
the QSR literature, in this paper we focus on the abilities of
an LLM to reason with RCC-8.

Experiment 1 : Compositional Reasoning in RCC-8

In this experiment the standard names of the eight relations
were given with a sentence stating that the relations were
part of the RCC-8 calculus, as well as English language de-
scriptions of their semantics. Each prompt concluded with a
question asking for the relations involved in one particular
composition. We generated 7x7=49 prompt questions based
on the RCC-8 CT (Fig. 2). For example’:

system: You are a helpful assistant. Consider the follow-
ing set of eight pairwise disjoint and mutually exhaustive
binary spatial relations. These relations form part of the
well known RCC-8 qualitative spatial reasoning calculus.
DC(x,y) means that x and y are disconnected and share no
spatial parts. EC(x,y) means that x and y touch at a bound-
ary but do not share any interior parts. PO(x,y) means that
x and y share a spatial part, but neither is part of the other.
TPP(x,y) means that x is part of y and touches y’s boundary.
NTPP(x,y) means that x is part of y but does not touch y’s
boundary. TPPi(x,y) is the same as TPP(y,x). NTPPi(x,y) is
the same as NTPP(y,x). Finally, EQ(x,y) means that x and
y are coincident. I will now ask you a question about these
relations. There may be more than one possible relation, in
which case name all of the possible answers. Answer the
question and provide the final answer in the form: “### An-
swer:”

user: If DC(x,y) and DC(y,z) then what are the possible re-
lationships between x and z?

The best performing model for experiment 1 is Claude-
3.5S, followed by Gemini-1.5P; the worst performing is
GPT-3.5T (Table 4, column “lepon”). All models performed
better than guessing (>~ 0.31). More detailed statistics can
be found in Fig. 3. Claude-3.5S’s first answer (Appendix Ex-
ample 1) is correct, well justified, and scores 1.0. However,
repeat 13 from Claude-3.5S was:
assistant: To answer this question, we need to consider all
possible relationships between x and z given that x is discon-

3To save space, in the system: prompt, the text in blue is stan-
dard across all the system prompts in the experiments in this paper
and will not be repeated subsequently, only the text in black, the
missing text indicated by ellipsis. Also in the assistant: responses,
we remove all the blank lines generated by the LLM, replacing
each blank line by a ! symbol.

nected from y, and y is disconnected from z. 1 ! ! Given: -
DC(x,y): x and y are disconnected and share no spatial parts
! - DC(y,z): y and z are disconnected and share no spatial
parts ! 0 ! Possible relationships between x and z: 1 1 U 1.
DC(x,z): x and 7z could be disconnected from each other; just
as they are both disconnected fromy. 1 1 1 2. EC(x,z): x and z
could be externally connected, touching at their boundaries
without sharing interior parts. ! ! 1 3. PO(x,z): x and 7
could partially overlap, sharing some spatial parts but not
being fully contained within each other. ! 1 1 4. TPP(x,z)
or TPPi(z,x): x could be a tangential proper part of z, or
vice versa. ! ! 1 5. NTPP(x,z) or NTPPi(z,x): x could be
a non-tangential proper part of z, or vice versa. 1 1 1 O6.
EQ(x,z): x and z could be equal or coincident. { ! U In this
scenario, all possible RCC-8 relations between x and z are
possible because the given information about their relation-
ships to y does not constrain their relationship to each other
in any way. 1 ! ### Answer: | DC(x,z), EC(x,z), PO(x,z),
TPP(x,z), NTPP(x,z), TPPi(z,x), NTPPi(z,x), EQ(x,2)

This answer is only partially correct (TPPi(z,x) is equiva-
lent to TPP(x,z) but should be TPPi(x,z) and NTPPi(z,x) is
equivalent to NTPP(x,z) but should be NTPPi(x,z)) so this
answer scores 0.75.

Although we asked for possible relations between x and
z, models sometimes reply with relationships between z and
X (e.g., Claude-3.5S gave 288/1470 (19.59%) answers that
included a relation R(z,x)). Generously, we therefore inter-
pret TPPi(z,x) as TPP(x,z) and NTPPi(z,x) as NTPP(x,z)
and vice versa. We also allow the symmetric relationships
DC(z,x), EC(z,x), PO(z,x) and EQ(z,x).

Claude-3.5S got 513/1470 (34.90%) answers completely
correct, Gemini-1.5P 307/1470 (20.88%) and GPT-3.5T
only 47/1470 (3.20%) (the lowest).

Claude-3.5S predicted DC most frequently 944/4937
(19.12%) and EQ least frequently 212/4937 (4.29%).
Claude-3.5S gave 14/4937 (0.28%) invalid relations (i.e.
involving y, rather than only x and z), EC(x,y), EC(y,x),
PO(y,z) and PO(x,y). GPT-3.5T predicted DC most fre-
quently 1100/3925 (28.03%) and TPPi least frequently
124/3925 (3.16%). GPT-3.5T gave 3/3925 (0.08%) invalid
relations, EC(y,z), NTPP(x,y), and TPP(y,x). Although
few, these invalid relations suggest a fundamental lack of
understanding of what composition is.

Claude-3.5S predicted TPP more frequently 574/4937
(11.63%) than TPPi 404/4937 (8.18%) and NTPP more
frequently 563/4937 (11.40%) than NTPPi 424/4937
(8.59%). Similarly, GPT-3.5T predicted TPP more fre-
quently 466/3925 (11.87%) than TPPi 124/3925 (3.16%)
and NTPP more frequently 865/3925 (22.04%) than NTPPi
157/3925 (4.00%). These statistics suggest a bias away from
the inverse in these asymmetrical relations. Indeed these four
relations all tend to have fewer correct answers in compari-
son to other relations (Fig. 3).

Whilst the original CT in Fig. 1 has a certain symmetry
around the leading diagonal (after substituting the inverse
relations for TPP and NTPPi where appropriate and switch-
ing to the relevant rows — e.g. (TPP°EC) has the same pre-
dicted relations as (EC°TPPi)), the LLM produced ones are
not, and this is in no small part due to their reluctance to



Vendor  Model Abbreviation Released API Number of Parameters Context
OpenAl  GPT-3.5 Turbo 0125 GPT-3.5T Jan 2024 Azure OpenAl Undisclosed 16K
Meta Llama 3 70B Instruct Llama-3 70B  Apr 2024  Azure Al 70B 8K
Google Gemini 1.5 Pro preview-0409  Gemini-1.5P Apr 2024  Google Vertex  Undisclosed, est. >3.5T 128K
OpenAl  GPT-4 Turbo 2024-04-09 GPT-AT Apr 2024  Azure OpenAl Undisclosed 128K
OpenAl  GPT-40 2024-05-13 GPT-40 May 2024  Azure OpenAl Undisclosed 128K
Athropic  Claude 3.5 Sonnet 20240620  Claude-3.5S Jun 2024  Anthropic Undisclosed 200K

Table 1: LLMs tested. Context is the context window size in tokens. Models will be referred to by their abbreviation henceforth.

include the inverse relations.
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Figure 2: RCCS8 CT shaded by mean Jaccard Index (n=30
repeats) for the best performing model, Claude-3.5S and the
worst performing model GPT-3.5T. The entry in each cell
uses the following coding: D (DC), E (EC), P (PO), T
(TPP), N (NTPP), t (TPPi), n (NTPPi), Q (EQ). The full

results are in the appendix, Table 5.

In order to test whether the result was influenced by
prior knowledge of RCC-8 gained during training, we also
performed the same experiment, but with all the relation
names anonymised* to disguise the connection to RCC-8.
The prompt was the same as above except for the change of
relation names and the omission of the third sentence. All
models showed lower performance with anonymised rela-
tions (see Fig. 4), and the GPT-3.5T performance was worse
than guessing (Table 4, column lanon). These results sup-
port the view that models have difficulty generalising the in-
formation contained in the literature and cannot reason well
about spatial information from first principles.

Experiment 2 : Preferred Compositions in RCC-8

As noted above, in general a composition of two relations
will yield more than one possible base relation, but it turns
out that humans tend to have a “preferred” relation. For ex-
ample, Ragni et al’s (2007) report on experiments performed
on native German and native Mongolian speakers (20 of

*We asked Chat-GPT to make up eight words not in the dictio-
nary and then mapped DC to fablon, EC to narkil, PO to quonty,
NTPPi to piflox, TPPi to dregly, NTPP to lufrex, TPP to zorpin,
and EQ to womfer. After running the experiments we discovered
that fablon is actually a kind of sticky-backed fabric.
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Figure 3: Relation statistics for the CT for RCC-8. The left
hand chart shows the absolute number of relations, and the
right hand the relative percentage for each relation across all
thirty repeats. All is the aggregate of all relations.

each) for RCC-8. The relations were described, but the sub-
jects were not allowed to draw possible configurations, so
the setting is essentially equivalent to an LLM setting.
Given that humans may struggle to see all the possible re-
lations®, determining whether there is agreement about the
most preferred is a good question to ask. It turns out that
there is good agreement in general across and within the two
cultures, with the the percentage of people agreeing with the
same preferred relation ranging from 30% to 87.5% (a ran-
dom choice would yield 12.5% on average since there are
eight relations to choose from). (They did not query cases
where the composition yields a unique relation, nor did they
consider EQ as one of the two relations as this should be
a trivial task.) This agreement is perhaps surprising since
the two languages are linguistically very different. Ragni
et al (2007) do report some differences though — for exam-
ple although both language speakers preferred DC whenever

The fact that some humans may struggle to compute the CT
does not stop it being a valid question to see if an LLM can deter-
mine the correct entries. Indeed, given that it has already been re-
marked upon that determining the correct CT is challenging (Ran-
dell, Cohn, and Cui 1992), if LLMs could automatically compute
CTs for new sets of relations, this would be very helpful.
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40 agreed with the average human preference in 19/37
(51.35%), but chose six impossible relations. GPT-3.5T
agreed with the average human preference in 18/37
(48.65%) but chose 17 impossible relations. Whilst better
than guessing (~ 13%, these results do not show that LLM
preferences are aligned with human preferences.

DC EC PO TPP NTPP TPPi NTPPi
i | -1.0

DC - DC DC DC DC DC
EC- DC DC
PO -

TPP

= -0.8

P
0 0.6

0.4
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Figure 4: Same as for Figure 2 but for anonymous.

it was consistent, Mongolians preferred PO over NTPPi
whereas for Germans the converse was true. Both cultures
only chose EQ when composing a relation with its inverse
(e.g. TPP with TPPi).

We found an apparent error when transcribing the pre-
ferred relations from Table 2 in Ragni et al (2007) . The
preferred relation for NTPPi followed by TPP is given as
PO but the mean score is given as 45% rather than 35% and
so we use the NTPPi (40%) relation instead.

The theory of preferred mental models (Knauff, Rauh,
and Schlieder 1995) states that people construct the sim-
plest (computationally cheapest) model consistent with the
premises. Their experiments showed that humans prefer
models with the smallest overlapping complexity which ex-
plains the preference for DC noted above.

Given the difficulty reported in Experiment 1 that LLMs
have in correctly inferring all possible relations in a compo-
sition, asking this more specific query seems a natural task to
try; this gives some measure of whether the cognitive pref-
erences of humans correspond at all to LLM choices.

Fig. 5 shows the JIx for each cell for the best performing
model, Claude-3.5S and the worst performing model Llama-
3 70B, with actual predictions made by each model in the
appendix, Table 6.

Some responses contained a clear preference with a good
argument (E.g. Appendix Example 2 where Claude-3.5S’s
response of DC is indeed the preference reported by Ragni et
al (2007). A more problematic example, also from Claude-
3.5S (Appendix Example 3), yields a confused explanation
and an incorrect answer of EC, when only PO, TPP or
NTPP are possible.

In some cases, models justify their choice by saying it was
“cautious”, 22/8820 (0.25%), or “safest” 117/8820 (1.33%).
The humans in the Ragni et al (2007) experiment were not
asked to justify their choices, but the claim made by the au-
thors of that paper is that choices were based on compu-
tational/simplicity considerations — which differs from the
reasons claimed here.

As can be seen in Appendix Table 6, Claude-3.5S agreed
with the average human preference in 21/37 (56.76%)
of cases and only chose two impossible relations. GPT-

azureai-llama-3-70b-instructclaude-3-5-sonnet-20240620
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Figure 5: RCCS preferred relations shaded by mean Jaccard
Index (n=30 repeats) for the best performing model, Claude-
3.5S and the worst performing model Llama-3 70B. Labels
show preferred relations as reported by Ragni et al (2007).
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Figure 6: Same as Figure 5 but for anonymous.

In the anonymous version of this experiment GPT-40 and
Llama-3 70B had similar performance with both the epony-
mous and anonymous relations, but all other models had
worse performance with anonymous relations (Table 4).

Experiment 3 : Spatial Continuity

Continuity networks were introduced by Randell and Cohn
(1989) to represent the set of possible ‘next’ relations that
might apply, assuming that motion is continuous and any
transformations in the shape and/or size of an object are also
continuous. Subsequently these have been termed “concep-
tual neighbourhoods” (Freksa 1992). Fortunately, the abbre-
viation for both of these terms is CN, which we shall use
henceforth. The CN for RCC-8 is depicted in Fig. 1. Each



prompt emphasises the need for the relation to be an imme-
diate next relation. Examples of Claude-3.5S correct and in-
correct prompt/response pairs can be found in the Appendix
(correct: Example 4 for DC; incorrect Example 5, where
Claude-3.5S correctly predicted PO, and EQ as neighbours
of TPPi but incorrectly predicted EC, DC, NTPP and TPP
and missed NTPPi).

GPT-4T performed best, see Table 4 column 3epon for all
the LLM results. It is immediately noticeable that the gener-
ated tables are not symmetric, although they should be (since
all the arrows in Fig. 1 are bi-directional).

azure-gpt-4-turbo-2024-04-09 | DC | EC | PO | TPP | NTPP | EQ | TPPi
DC

EC
PO
TPP
NTPP
EQ
TPPi
NTPPi

azure-gpt-35-turbo-0125 DC [ EC | PO [ TPP | NTPP | EQ | TPPi | NTPPi

DC

Table 2: The Continuity Table for RCC-8 produced by our
best performing LLM (GPT-4T) and the worst performing
LLM (GPT-3.5T). An ‘x’ means that the relation in that col-
umn is predicted as an immediate neighbour of the relation
in that row. An empty box means that the relation is not pre-
dicted as an immediate neighbour. Green means that the pre-
diction was correct and red that it was incorrect. For each
model and question, we take the most commonly occurring
answer across thirty repetitions.

In the anonymous version of this experiment Claude-3.5S
performed best, Table 4, column 3anon). The results are
given in Table 3. It is striking how much worse all models
except Claude-3.5S do in the anonymous case compared to
the eponymous case, suggesting that they are more of a “par-
rot” (Bender et al. 2021) than a reasoner, though we suspect
that the RCC-8 neighbours are rarely, if ever explicitly stated
in textual form in the literature.

Summary

The best performing models overall were Claude-3.5S and
GPT-4T (Table 4) with Llama-3 70B and GPT-3.5T notice-
ably less performant. LLMs are non-deterministic and ex-
periment repeats are essential to quantify the variability of
answers.

Although Claude-3.5S is the newest and best performing
model overall and GPT 4 series models outperform GPT-
3.5T, GPT-40 was released one month after GPT-4T and has
worse performance in experiments 2 and 3 suggesting that
newer models are not necessarily better than older models
in the same family. Although GPT-4T and GPT-40 are both
GPT 4 models, it is evident that GPT-40 has had different
alignment training and changes to its underlying engineer-

EC
PO
TPP
NTPP
EQ
TPPi
NTPPi

azure-gpt-35-turbo-0125
DC

Table 3: The Continuity Table for RCC-8 produced by two
LLMs using anonymised relation names. The meaning of the
colouring is the same as in Table 2

ing®. Our results are similar to those from the MATH bench-
mark (Hendrycks et al. 2021) (Fig. 7), except that GPT-40
performs noticeably better in MATH than in our experi-
ments.

It is noticeable that models seem to rarely miss predict-
ing DC in Experiment 1 and DC is often a human preferred
relation in Experiment 2 which is similarly well predicted
by the LLMs. This suggests that DC is perhaps the easiest
relation for LLMs to reason about. It can also be seen, from
the bottom row of Table 4, that Experiment 3 was the eas-
iest reasoning task for the LLMs on average with both the
eponymous and anonymous average scores being better than
the corresponding score for the other two experiments.
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Figure 7: Overall accuracy compared to the MATH bench-
mark (Hendrycks et al. 2021). MATH data courtesy vel-
lum.ai, retrieved 8-Aug-2024.

All models except Claude-3.5S and Llama-3 70B perform
better with spatial continuity than composition (Table 4).
Concluding Remarks and Future Work

The results support the widely-held view that LLMs can
struggle to do reasoning tasks’. In Experiment 1, where

Shttps://openai.com/index/hello-gpt-4o/ accessed 10-Aug-24
"Bender et al (2021) have observed that LLMs might be re-
garded just as “stochastic parrots” and thus it is not surprising that



Model lepon lanon 2epon

2anon 3epon 3anon Overall

claude-3-5-sonnet-20240620

0.69 +0.008 0.58 = 0.012 0.56 +0.011 0.54 = 0.008 0.61 +0.023 0.61 = 0.026 0.60 + 0.016

azure-gpt-4-turbo-2024-04-09  0.50 +0.014 0.45+0.013 0.50+0.014 0.49 £0.014 0.67 =0.029 0.57 £0.036 0.53 +0.022

gemini-15-pro
azure-gpt-40-2024-05-13
azureai-1lama-3-70b-instruct
azure-gpt-35-turbo-0125

0.51+0.013 049 +0.011 0.51+0.010 0.46=+0.007 0.52+0.021 042+0.021 0.49+0.015
0.47+0.013 043+£0.012 050+0.012 0.50£0.014 0.57+0.039 0.41+0.033 0.48+0.024
0.43+0.006 0.40+0.010 0.4040.004 0.40=£0.005 043+0.018 0.18+£0.021 0.37+0.013
0.33+0.009 0.25+0.011 044+0.015 0.36+0.011 0.39+0.034 0.30+0.030 0.35=+0.021

Overall 049 £0.011 043+0.012 0494+0.012 046+0.011 0.53+0.028 0.42+0.028 0.47 £ 0.057

Guess rate

031 +£0.012 031+£0.012 0.13+£0.017 0.13+£0.017 0.26+0.025 0.26 £0.025 0.23 £0.033

Table 4: Comparison of model performance based on the mean JIx for each question and answer. Entries in bold are the best
performing model in each experiment. Uncertainty is expressed as the 95% confidence interval, n=30 repeats.

LLMs were asked to compute the entire CT for RCC-8, this
is a non-trivial task even for humans, so it is perhaps not
surprising that LLMs fell well short of 100% accuracy.

A detailed analysis of the actual conversations in the sup-
plementary material show that sometimes LLMs do appear
able to do some interesting (qualitative) spatial reasoning,
but often fail, sometimes making elementary mistakes, and
showing confusion about what the task was. They also show
inconsistency in being able to reason correctly about a re-
lation but not its inverse. It is possible that fine tuning, ex-
plicit chain-of-thought prompting, or more carefully engi-
neered prompts might improve performance; however, given
the stochastic nature of LLMs it seems unlikely that the re-
sults would be as good as logical reasoning (Experiment 2
on preferred relations is of course not strictly a logical rea-
soning exercise, except for the requirement not to predict
spatially impossible relations).

There are a variety of avenues for further work which
present themselves. Other calculi could be investigated —
for example the coarser calculus RCC-58, or calculi for rea-
soning about direction or size (Cohn and Renz 2008). Other
LLMs could be evaluated — though since new LLMs and new
LLM versions are continually being released, this is a chal-
lenge with no definite stopping point. Tracking the change
in performance of a particular LLM across releases would
also be of interest — though in the case of closed LLMs such
as the GPT series where the owners have the right to harvest
user conversations and use them for future training, it will
not be clear if any improvement is the result of leakage from
the previous conversation or more general performance im-
provement’. Determining which LLMs are better at which
spatial reasoning tasks would also be worth of future inves-
tigation. The overall conclusion that LLMs in general strug-
gle with more complex spatial reasoning tasks is likely to re-
main the case, at least for the foreseeable future. As already
noted above, even with temperature set to zero, LLMs are
not deterministic, different temperatures in the LLM APIs
could be tried to see if settings other than the default are
reliably better.

Experiment 2 above already investigated how LLM per-

logically correct deductive reasoning is challenging for an LLM.
8Preliminary results for the eponymous RCC-5 CT in the ap-

pendix suggest that LLMs find RCC-5 easier than RCC-8.
“However, note that no feedback was given to any of the LLMs

investigated as to whether the response was correct or not.

formance compared to human performance to a limited ex-
tent but further investigation would be worthwhile, includ-
ing a head-to-head comparison rather than simply taking a
result from the literature originally intended to investigate
a different question. Another interesting avenue for further
work will be to explore the use of multimodal models —
when humans perform spatial reasoning tasks including the
challenge of building a CT, it is natural to use pencil and pa-
per to sketch diagrams and possible scenarios — investigating
whether a multi-modal model with such abilities (including
the ability to analyse its own drawings) would be of great in-
terest to the spatial reasoning community. The LLMs failed
to produce symmetric CTs, partly as a result of apparent bias
against the inverse relations. The extent and reasons for this
warrants further investigation and analysis.

As mentioned above, another possible avenue of research
is to investigate different prompting strategies, including k-
shot (Dang et al. 2022), chain-of-thought (Wei et al. 2022)
and tree-of-thought (Yao et al. 2023). Not doing so was de-
liberate in this paper as we wanted to establish a set of base-
line results before considering other prompting strategies. In
this paper we use the mean JIx across 30 repeats of each
answer to measure answer accuracy and take the mean of
the means across a set of answers to measure model accu-
racy. There are other methods which could be investigated,
though it is already clear the LLMs are far from good rea-
soners for RCC-8. one alternative is to compute the modal
JIx for each RCC-8 relation individually and average those
for each cell or one could use an alternative error metric such
as the Levenshtein (1965) or Edit distance. One could also
take account of the distance between relations in the CN and
treat deviations which are further from the correct response
more harshly (e.g. if the single correct response was DC and
amodel predicted EC then that would have a smaller penalty
than if it predicted PO — cf (Bruns and Egenhofer 1996)).

Although the results presented here are comparable to the
MATH benchmark, there are some notable differences with
the GPT 4 series of models, and we suggest that a separate
comprehensive QSR benchmark be established.

Data Access

The data associated with this paper are avail-
able from the following GitHub repository: https:
//github.com/RobBlackwell/can-1lms-reason-about-the-rcc
Note that the data are encrypted to avoid the questions



and answers being automatically harvested to become
LLM training data. However, the decryption procedure and
password are included in the README file.
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Appendix

This appendix provides supplementary information and
gives examples of interactions which could not fit into the
main paper — instead the the main paper refers to this ap-
pendix. The appendix also contains additional figures and
tables which would not fit into the main paper, giving and
comparing the performance of the different LLMs. Bench-
mark questions and results are available in a GitHub repos-
itory at https://github.com/RobBlackwell/can-1lms-reason-
about-the-rcc.

Example answers referred to in the paper

Example 1. Claude-3.5S’s first answer to DC-DC

assistant: To answer this question, let’s consider the given
information and the possible relationships between x and z:
! 0 1. We know that DC(x,y) - x and y are disconnected
L 2. We also know that DC(y,z) - y and z are disconnected
! 1 ! Given these conditions, x and z could have any of the
following relationships: 1 1 U 1. DC(x,z) - x and z could
be disconnected 1 2. EC(x,z) - x and z could be externally



connected 1 3. PO(x,z) - x and z could partially overlap
4. TPP(x,z) - x could be a tangential proper part of z 1 5.
NTPP(x,z) - x could be a non-tangential proper part of z
6. TPPi(x,z) - z could be a tangential proper part of x 1 7.
NTPPi(x,z) - z could be a non-tangential proper part of x
8. EQ(x,z) - x and 7z could be equal { ! 1 The reason all
relationships are possible is that the disconnection of both
x and y from z does not constrain the relationship between
x and z in any way. They could be completely separate or
in any other spatial configuration. 1 | ! ### Answer:
DC(x,z), EC(x,z), PO(x,z), TPP(x,z), NTPP(x,z), TPPi(x,z),
NTPPi(x,z), EQ(x,z)

Example 2. One instance of Claude-3.5S’s preferred an-
swer to DC-DC

system: ... It is possible that in some cases there could be
more than one relation that might hold; in these cases just
give me your single most preferred relationship. ...

user: If DC(x,y) and DC(y,z) then what is your preferred
relationship between x and z?

assistant: To answer this question, we need to consider the
implications of the given information and the possible rela-
tionships between x and z. ! ! ! Given: - DC(x,y): x and
y are disconnected and share no spatial parts 1 - DC(y,z):
y and 7z are disconnected and share no spatial parts 1 !
When we consider the relationship between x and z, we can
deduce that: 1 ! U 1. x and 7z could be completely separate
from each other; just as they are both separate from y. 1 2.
x and z could be touching at their boundaries. ! 3. x and z
could be overlapping or even one could be part of the other.
U 1 L However, since we are asked for the preferred relation-
ship, we should consider the most likely scenario based on
the given information. ! 1 1 The fact that both x and z are
disconnected from y suggests that they are likely to be sep-
arate from each other as well. While it’s possible for them
to have a different relationship, the most conservative and
likely assumption based on the given information is that x
and z are also disconnected. ! ! ! Therefore, the preferred
relationship between x and z is DC(x,z). 1 ! | ### Answer:
DC(x,z)

Example 3. An answer from Claude-3.5S to EC-NTPP
user: If EC(x,y) and NTPP(y,z) then what is your preferred
relationship between x and 7?

assistant: 7o answer this question, let’s consider the rela-
tionships given: ! ! 1 1. EC(x,y): x and y are externally
connected, meaning they touch at their boundaries but don’t
share interior parts. ! 2. NTPP(y,z): y is a non-tangential
proper part of z, meaning y is completely inside z without
touching z’s boundary. ! 1 ! Given these relationships, we
need to determine the most likely relationship between x and
z. U U U Since y is completely inside z (NTPP), and x is
only touching y at its boundary (EC), x must be outside of z.
However, there are two possibilities for how x and z might
relate: 1 1 1 1. DC(x,z): x and z could be disconnected, with
some space between them. 2. EC(x,z): x could be touching
the boundary of z. 1 ! ! Of these two options, EC(x,z) is
more likely because we know that x is touching y, which is
inside z. For x to be disconnected from z, there would need

to be some space between y and z’s boundary, which is not
guaranteed by the given information. ! ! ! Therefore, the
preferred relationship between x and z is EC(x,z). 1 1 ! ###
Answer: EC(x,z)

Example 4. An example correct response from Claude-
3.5S when asked about the conceptual neighbours of DC.
system: ... In the question, assume that all motion is contin-
uous, and any deformations of the spatial regions are also
continuous. Also please describe the motion or changes of
size or shape that would be required for the change of rela-
tion to take place. ...

user:If DC(a,b) holds, then what are the next possible rela-
tions that might hold as the two regions translate or change
their shape or size? I am interested in the immediate next
relation, so no intermediate relation must hold.

assistant: 7o answer this question, let’s consider the pos-
sible changes that could occur to regions a and b starting
from the DC (disconnected) relation: 1 ! ! 1. Translation: If
either region a or b (or both) move towards each other, the
next possible relation would be EC (externally connected).
This occurs when the regions just touch at their boundaries.
! 1 1 2. Change in shape: If either region a or b (or both)
change shape in a way that extends towards the other region,
they could also reach the EC relation when their boundaries
just touch. 1 ! ! 3. Change in size: If either region a or b
(or both) grow in size towards each other, they could again
reach the EC relation when their boundaries just touch. { 1
L It’s important to note that no other relation can be reached
directly from DC without first passing through EC. This is
because: 1 ! ! - To reach PO (partially overlapping), the re-
gions would first need to touch (EC) before overlapping. 1 -
To reach TPP or NTPP (tangential or non-tangential proper
part), one region would need to first touch the other (EC)
before becoming part of it. ! - TPPi and NTPPi are inverse
relations of TPP and NTPP, so they also cannot be reached
directly from DC. 1 - EQ (equal) cannot be reached directly
from DC as the regions would need to touch and then per-
fectly align, which would involve intermediate relations. !
! Therefore, the only immediate next relation possible from
DC is EC. @ 1 ! ### Answer: | The only next possible re-
lation that can immediately follow DC(a,b) is EC(a,b). This
can occur through translation of one or both regions towards
each other, or through growth or shape change of one or
both regions until their boundaries just touch.

Example 5. An example incorrect response from Claude-
3.5S when asked about the conceptual neighbours of
TPPi.

user:If TPPi(a,b) holds, then what are the next possible rela-
tions that might hold as the two regions translate or change
their shape or size? I am interested in the immediate next
relation, so no intermediate relation must hold.

assistant: To answer this question, let’s consider the initial
state where TPPi(a,b) holds, meaning that b is a tangen-
tial proper part of a. This means that b is completely con-
tained within a, and touches a’s boundary at least at one
point. From this state, we can consider the possible immedi-
ate next relations based on continuous motion, translation,



or changes in shape or size. 1 1 1 The possible next relations
are: 1 ! V1. PO(a,b): If b grows or a shrinks in such a way
that part of b extends outside of a while still maintaining
some overlap, the relation would change to partial overlap.
U L V2. EC(a,b): If a shrinks precisely along its boundary
with b, or if b grows exactly to match a’s boundary, they
would become externally connected. ! ! ! 3. DC(a,b): If
a rapidly shrinks away from b or b rapidly shrinks away
from a’s boundary, they could become disconnected. This is
less likely in a continuous motion scenario but technically
possible. 1 1 1 4. EQ(a,b): If a shrinks or b grows so that
their boundaries exactly match, they would become equal.
U U U5. NTPP(a,b): If b grows to completely engulf a, in-
cluding a’s boundary, the relation would flip to a being a
non-tangential proper part of b. ¢ ! 1 6. TPP(a,b): If b
grows to completely contain a but still touches a’s bound-
ary at least at one point, the relation would flip to a being a
tangential proper part of b. 1 1 U It’s important to note that
the relation cannot directly transition to NTPPi(a,b) from
TPPi(a,b) without passing through an intermediate state,
as this would require b to first separate from a’s bound-
ary before becoming properly contained within a. 1 1
### Answer: The next possible relations that might imme-
diately hold after TPPi(a,b) are PO(a,b), EC(a,b), DC(a,b),
EQ(a,b), NTPP(a,b), or TPP(a,b).

Experiment 1 Supplementary Information

Table 5 is provided in addition to Figure 2 to show specific
errors of omission and commission for the most commonly
occurring answers.

Experiment 2 Supplementary Information

Table 6 is provided in addition to Figure 5 to show preferred
relations for the most commonly occurring answers.

Variability

To explore the effect of LLM parameters, we fixed the seed
and varied temperature for GPT-3.5T applied to our first Ex-
periment 1 question set, and then fixed the seed and varied
top_p (Fig. 8). Results show considerable variability.

Anonymised Experiments

The following tables and figures show results of the
anonymised experiments for comparison with the epony-
mous experiments included in the main paper (Table 7, Fig-
ure 9 and Table 8).

Preliminary Results for RCC-5

Preliminary results for the RCC-5 CT with eponymous re-
lations are Claude-3.5S 0.84+0.011, GPT-4T 0.72+0.012,
Gemini-1.5P 0.724+0.013, GPT-40 0.66+0.014, Llama-3
70B 0.6040.013, and GPT-3.5T 0.47£0.016. All models
performed better with RCC-5 than with RCC-8, consistent
with RCC-5 being a coarser calculus that is easier to reason
about.
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Figure 8: Variability of scores when using GPT-3.5T 1) vary-
ing top_p, ii) varying temperature and iii) when fixing tem-
perature = 0. Ten repeats. In all cases we fix the seed = 123.

Computing Infrastructure

All experiments were conducted on an Apple MacBook
Pro with an Apple M2 Pro processor and 32GB of mem-
ory. The Large Languages Models themselves were hosted
by suppliers (Google Vertex, Microsoft Azure, Anthropic)
and accessed using HTTP APIs as listed in in Table 1. A
Makefile is provided with each experiment to aid repro-
ducibility. All interactions with LLM APIs were recorded in
answers. jsonl files including prompts, responses, date
and time stamps, API and model versions.



claude-3-5-sonnet-20240620 DC EC PO TPP NTPP TPPi NTPPi
DC D.EPTN,n,Q D.EP+T +N D.E.P+T +N D.E.P+T +N D.EP+T +N D, -E D
EC D.E.Ptn D.EP+T,+t,+Q D,E.P+T,+N -D,EPT+N -D,-E,PT+N D.E,-P D
PO D.E.Ptn D,E,P+t,+n D.E,PT.N,t,n,Q -D,-E,PTN PTN D,E,P-T,-N,+t,+n D.E.Ptn
TPP D D.E,-P,-T D.EPT.N TN -T.N D.EPT,-N,+t,Q +D,+E,P-T,-N,+t,+n
NTPP D D D,EPTN N N +D,+E+P, TN +D,+E+P,+T,N,+,+n,+Q
TPPi D.E,P+t,+n -D,E,Pt,n -D,-E,Pt,n PT-N+t,Q PTN,-Q [ -4,n
NTPPi D.E.P+t,+n -E.,P+t,+n Ptn,-Q Ptn,-Q PTN,t,n,Q -t,n n
azure-gpt-35-turbo-0125 DC EC PO TPP NTPP TPPi NTPPi
DC D, +E+P,+T,+N,+t,+n,+Q D.E+P+T,+N D.E.P+T,+N D,+E.+P+T,N D, +E.+P+TN D.,-N D,-N
EC D.E+P,+t,+n D.E+P+T,+t,+Q D.E.PT.N -D,+E,+P,+T,N -D,4+P+T,N D,+E,-N D,-N
PO D,E,P+t,+n D,E,+P,+t,+n D,E,PT,N,+t,+n,+Q +P, TN -D,+P+TN D,+E,+P,-N +t,+n D+E,+P,-N+t,+n
TPP D,-N D+E-N D+E,+P+T,N T.+N,-Q -D,N +D,+E+P,T+t,Q D+E,+P,-N+t,+n
NTPP D,-N D,-N D,E+P+T+N -D,N -D,N +D,+E+P,T.N,-Q | +D+E+P+T,N,+t,n,+Q
TPPi D,+E,+P,-N,+t,+n -D,+E,+P,-N,+t,+n -D,-E,+P,+t,+n -D,+P,+T,-N,+t,+Q -D,+P+T,N t,+n,-Q -D,-N,+n
NTPPi D,+E,+P,-N,+t,+n -D,-E,+P,+t,+n -D,+P,-N,+t,+n -D,+P,-N,+t,+n -D,+P,+T,N,+t,+n,+Q -T,-N,+n -D,n

Table 5: The CTs for RCC-8 produced by our best performing LLM (Claude-3.5S) and the worst performing LLM (GPT-3.5T).
The entry in each cell uses the following coding: D (DC), E (EC), P (PO), T (TPP), N (NTPP), t (TPPi), n (NTPPi), Q
(EQ). For each model and composition, we take the most commonly occurring answer across 30 repetitions. Black means that
relation is correctly predicted, red that relation is incorrectly predicted (also indicated with a —), blue that the relation was
incorrectly missing (also indicated with a +).
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Table 6: The table of preferred compositions for RCC-8 2 600 so W I Y| |
. n
produced by our best performing LLM (Claude-3.5S) and 2 400l " u
. . . Q
the worst performing (Llama-3 70B); each cell indicates g
. .. 5 200 20
the most commonly occurring answer across 30 repetitions. R | | I || || | I | I I I |
[ e a s e e n 0 " "

Green text means it agreed with the human most likely rela-
tion, and blue a possible but not the most human-preferred
relation. Red means it chose an impossible relation. Since
the humans in Ragni et al’s experiment were not unanimous
in their choices, the minority humans also made choices not
preferred by the majority.

FELLL ,\«z“\é@‘i\ & F & QO&QQé&QQ«QQg\QQ\ S

I Correct pres. Correct miss. I Incorrect pres. Incorrect miss.

Figure 9: Relation statistics for the CT for RCC-8 with
anonymised relations. Layout as for Fig. 3.



claude-3-5-sonnet-20240620 DC EC PO TPP NTPP TPPi NTPPi
DC D,E,PTN,t,n,Q D.,E+P+T +N D,E.P+T +N D.E+P+T+N D,+E+P+T,+N D D
EC D.E,+P,+t,4+n D,E,P+T,+t,+Q D.E.,P+T,+N -D,E,PT+N -D,-E+P+T +N D.E,-P D
PO D,E,+P,+t,+n D,E,P+t,+n D,E,P+T,+N,+t,+n,+Q -D,-E,PT.N -E. +D,+E,P-T,-N,+t,4+n,-Q D,E,P,-T,-N,+t,+n
TPP D DE,-T D.EPTN TN +D,E,PT,-N,t,-n,Q D.E.P,-T,-N,+t,+n
NTPP D D D.EPTN -T.N +D,+E+P,TN +D,E.PT.N,t,n,Q
TPPi D,+E,+P,+t,+n -D,E,Pt,+n P+t,+n PT.tQ t,n -t,n
NTPPi D.+E.+P,+t,+n -D,-E,P+t,+n Ptn +P.t,n -t,n n
azure-gpt-35-turbo-0125 DC EC PO TPP NTPP TPPi NTPPi
DC D+EA+PA+T+N+t,4+n,+Q | +D+E,PTN,-t,-n,-Q +D,+E,+P,+T,+N +D,+E+P+T,N,-Q +D,+E,+P,T.N +D,-T,-N +D,-N,-Q
EC D.,E,+P,+t,+n D.E+P+T,+4,+Q +D,+E,+P,T.N +E,+P,+T,N,-t PT,+N +D,+E,-T,-N +D,-T,-N
PO D,+E,P+t,+n +D,+E,+P,-N,+t,n D,+E,P+T,+N,+t,+n,+Q +P,+T,N,-n +P, TN +D,+E,+P,-N,+t,n +D,+E,+P,-T,-N,+t,+n
TPP D,-N,-n +D,+E,-N,-t D.+E+P+T.N TN +N,-t,-n +D,+E,+P,+T,-N,+t,-n,+Q +D,+E.+P,-N,t,+n
NTPP D,-N +D,-E,-N +D,+E,P+T,N -T,N,-t N,-Q +D,+E,+P,T,N +D,+E,+P,+T,N,+t,n,+Q
TPPi +D,+E,+P,-N,+t,n -D,E,P,-T,-N,+t,+n,-Q +P,-T,-N,+t,+n +P+T,-N,+t,-n,+Q +P, TN -T,-N,+t,+n -T,-N,+n
NTPPi D,+E.+P,-N +t,+n -D,+P,-N +t,+n -D,+P,-N,+t,+n +P.-N,t,+n +P, TN, +t,+n,+Q -T,-N,+n -N,+n,-Q

Table 7: The CTs for RCC-8 produced by our best performing LLLM (Claude-3.5S) and the worst performing LLM (GPT-3.5T)

using anonymised relations. The representation used in the entries is the same as in Table 5.

claude-3-5-sonnet-20240620 | DC | EC [ PO | TPP | NTPP | TPPi | NTPPi
DC EC EC
EC PO PO PO
PO EC | PO TPP PO NTPP
TPP PO NTPP
NTPP PO
TPPi TPPi EC PO PO
NTPPi
azureai-llama-3-70b-instruct | DC | EC | PO | TPP | NTPP | TPPi | NTPPi
EC NTPP EC
EC EC PO TPP PO
PO EC | PO TPP TPP TPP
TPP PO NTPP
NTPP NTPP TPP NTPP
TPPi TPPi EC TPP NTPP
NTPPi EC

Table 8: The table of preferred compositions for RCC-
8 produced by our best performing LLM (Claude-3.5S)
and the worst performing LLM (Llama-3 70B) LLMs with
anonymised relations. The relation names are coloured in the

same way as in Table 6.



